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Machine Learning II – Attention

The main idea is to define a particular family f of functions fθ we can learn:

Definition. For

▶ any labeled data (S,X, x, y),

▶ any non-empty Θ′,Θ′′ and Θ := Θ′ ×Θ′′,

▶ any g : Θ′ → RX , i.e. gθ′ : X → R,
▶ any α : Θ′′ → (R+

0 )
X×X called attention, i.e. αθ′′ : X ×X → R+

0 ,

define for any (θ′, θ′′) = θ ∈ Θ and any x ∈ X:

fθ(x) =
1

nθ′′S(x)

∑
s∈S

αθ′′(x, xs) gθ′(xs)

with

nθ′′S(x) :=
∑
s∈S

α(x, xs) .

Remark. Instead of mapping a feature vector x to the real number gθ(x), we
relate x to every labeled sample xs by αθ′′(x, xs) and average the real numbers
gθ(xs) obtained for the labeled samples, weighted by 1

nθ′′S(x)
αθ′′(x, xs).
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Machine Learning II – Attention

From now on, we concentrate on the following special case.

Example. X = RJ with J ̸= ∅ finite. Moreover, Θ′ = RJ and for all x ∈ X
and all θ′ ∈ Θ′:

gθ′(x) = ⟨θ′, x⟩ .

Remark.

fθ(x) =
1

nθ′′S(x)

∑
s∈S

αθ′′(x, xs) gθ′(xs)

=
1

nθ′′S(x)

∑
s∈S

αθ′′(x, xs)⟨θ′, xs⟩

=
1

nθ′′S(x)

〈
θ′,

∑
s∈S

αθ′′(x, xs)xs

〉
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Machine Learning II – Attention

Example. a) Dot product attention: Θ′′ = Θq ×Θk with Θq = RK×J and
Θk = RK×J with K ̸= ∅ finite. Moreover, for all (θq, θk) = θ′′ ∈ Θ′′ and all
x, xs ∈ X:

αθ′′(x, xs) = e⟨θ
qx,θkxs⟩

b) Mahalanobis distance attention: Θ′′ = RK×J with K ̸= ∅ finite. Moreover,
for all θ′′ ∈ Θ′′ and all x, xs ∈ X:

αθ′′(x, xs) = e−∥θ′′(x−xs)∥22


